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Macro Evidence from Europe and
New Findings from Prussia

Patrick R. Galloway, Ronald D. Lee, and Eugene A. Hammel

INTRODUCTION

Most altempts to understand secular fertility decline include some allusion to
the European experience. It is generally thought that little or no relationship
existed between fertility decline and infant mortality decline in Europe, or that
the findings from relevant studies are inconsistent. We believe that these com-
mon perceptions are mistaken. When more attention is given (o the varying
methods of analyses, a more consistent picture cmerges. We argue that it is
particularly important to keep in mind whether studies are bivariate or multivari-
ate: whether studies estimate cross-sectional relations between levels of fertility
and of infant mortality, or instead focus on the relation of changes in these
variables; and whether studies take inte account the possibility that causality
flows in both directions—{rom fertility to mortality as well as from mortality to
fertility.

We estimate both the impact of infant mortality on fertility and the impact of
fertility on infant mortality, using aggregate data from Prussia (rom 1875 to 1910
and fixed effects models with instrumental variables. This is followed by an
extensive review of previous research on fertility and infant mortality within the
historical European context,! By comparing our findings for Prussia with earlier
rescarch looking at both level and change effects, we find considerable evidence

Lour review of earfier research is restricted to those studies using aggregate data. There is a body
of literature on fertility and infant mortality that uses micro-level data. see for example Knodel
(i988). However, it is beyond the scope of this chapter to survey such studies.
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for a positive association between the fertility level and the infant mortality level,
as well as a positive association between fertility change and infant mortality
change.

The Long Term

It is clear that in the very long run, in closed populations, fertility and mortal-
ity are linked becausc of the finiteness of the resource base, which implies that
the average rate of natural incrcase # must not exceed zero more than slightly.
This is an abstract argument. The historical reality has been that rapid natural
increase sustained over long periods (say an average rate of natural increase
greater than 0.02 over a period of more than two centuries) has not been observed
except in frontier regions? such as North America. Much more typically, large

populations appear to have had rates of natural increase of less than 1 percent per

year until the Industrial Revolution, and usually with a strong positive statistical
association between fertility and mortalily in the cross section. Such a long-term
positive association of fertility and mortality, and a limit to average rates of
natural increase, can be explained in at least two ways. First, positive growth
rates mean increasing population size and density, which under preindustrial
conditions typically meant declining living standards. These in turn caused mor-
tality to rise, or fertility to fall, and therefore growth rates (o return toward zero.
This is the Malthusian theory of population equilibration through negative feed-
back (Lee, 1987). Of course, emigration was another possible outcome, and
technological progress or international trade might intervene between population
growth and declining living standards. Second, it is sometimes argucd that the
sociocultural institutions governing fertility evelved in the context of some aver-
age mortality regime so as roughly 1o balance fertility and mortality on average,
leaving rates of natural increase close to zero. In this version there is no feedback
from population size to the vital rates; rather, growth rates themselves tend to
have average levels not far above zero. Again, migration, technological progress,
and international trade might play a role (Smith, 1977; Yule, 1906).

The constraint on average growth rates, and hence on fertility and mortality,
implied by these theories and the positive association of fertility and mortality
observed in the historical record, may also help to cxplain the long-run shape of
the demographic transition (Lee and Bulatao, 1983, for cxample). Demeny
(1968:502) gave a classic description of the transition: “In traditional societies,
fertility and mortality are high. In modern socictics, fertility and mortality are
ow. In between, there is demographic transition.” In fact, in those national

2By frontier regions we mean from the point of view of agriceltural populations, that is, not from
the point of view of hunter and gatherer populations who may have occupied the area at redatively
low density before the arrival of agriculturists.
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populations that have “completed” the transition, fertitity has dropped so low that
growth rates may turn very substantially ncgative. Nonetheless, it is difficult to
escape the conclusion that, in some vague and unspecified way, and despite all
the accompanying structural changes in the economies and societics, the very
long-term decline in fertility is vltimately due to a very long-term decline in
mortality, or the two arc interlinked. In fact, some theories link both declines to
the same set of parental decisions concerning investment in children.

These very long-run relations, both theorctical and empirical, are based on
some sort of slow-acting feedback operating through the macro-economic or
macro-societal level. The posited mechanisms might be expected to operate over
the course of a century or more, but not over the course of decades. For this
reason, they are of litle relevance for questions about the policy-relevant time
frame of adjustment over the medium range of, say, 5-30 years.

The Short Term

Although the long-run historical relation of fertility and mortality is doubt-
less positive, it is equally truc that the empirical relationship over short-run
fluctuations has been consistently negative in historical populations. This has
been established by a large number of studies of time series of births and deaths,
once the long-term trends in the data have been statistically removed. Itis easy {o
think of reasons to expect either a positive or a negative association of the two
vital rates. For a positive relationship, note that high mortality will break many
marriages, particularly those of older couples, and that the subsequent remar-
riages of widows and widowers might result in higher fertility than if the mar-
riages had been unbroken. Furthermore, higher mortality would free land hold-
ings and create other econemic opportunitics permitting new marriages that would
have high fertility. In existing unions, high infant and child mortality would
interrupt breastfeeding, eliminating its contraceptive effects, and therefore lead to
earlier conceptions and a temporary increase in fertility. Reconstitution studics
have often demonstrated this Jactation interruption effect. On the behavioral side,
it we are not dealing with a natural fertility regime, we might expect couples who
have expcricnced the loss of a child to attempt to replace it with another birth
sooner than they normally would have, or by having onc more birth than origi-
nally intended. However, many historical demographers dispute that this actu-
ally occurs to any appreciable degree, except in special subpopulations (Knodel,
1978).

For a ncgative relationship, note that many factors that tended to raisc mor-
tality would also tend (o reduce fertility. For example, low real incomes appar-
ently had this effect, as did unusually hot summer months or unusually cold
winter months (see Lee, 1981; Galloway, 1986, 1988, 1994). The variation of
such factors in the short term would have led to a negative bivariate association of
{crtility and mortality, but if obscrvable, they can be netted out in multivariate
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studies. Perhaps more imporiant were unobservable influences, of which ill
health dominated. Fluctuations in morbidity both raised mortality and reduced
fertility, leading fo a strong negative association of short-term fluctuations in
fertility and mortality, even aficr controlling for observed fluctualions in real
incomes or grain prices and temperature. The estimated, strongly negative asso-
ciation of short-run variations in fertility and mortality is not very informative
about structural or causal influences of mortality on fertility or the reverse. The
many short-run studies of the relation of fertilily (o mortality in historical popula-
tions will therefore not answer the question before us.

The Medium Term

For policy makers, the most relevant time {rame for fertility and infant mor-
tality interactions is probably the medium term, say 5-30 years. Assuming a
couple has some notion of a desired number of surviving offspring, infant and
child mortality should be positively associaled with the number of births. A
couple can assume that some unknown number of offspring will die, and then
stop when they think they have enough children (often called hoarding behavior).
Or the couple can wait to see if the last child born survives past a certain age. If
the child dies, the couple can then engage in replacement reproductive behavior.
Both stratcgics are types of “inventory control” (Preston, 1978:10) leading to
some desired number of surviving offspring. Within cither strategy, the number
of births should decline as infant mortality declines,

There arc also ways in which declining mortality might aiter the desired
number of surviving children. Tt reduces the costs ol achicving a given target
number, and therefore might raise the target by increasing discretionary income.
Alternatively, declining mortality might raise the rate of return on investments in
children, which could lead to a substitution of quality for quantity, and a reduced
larget. Here, however, we concentrate on the fixed target scenario.

Once infant mortality begins to decline, it might take some time for couples
to perceive the effect of infunt mortality on child survivorship, which would
ultimately lead to changes in fertility. 1t is also possible, however, that the cffect
could be almost immediate, as couples hear about and read about mortality de-
cline.?

3t would be difficult to test for very short lags because censuses {{from which we derive most of
our independent variables) are nearly always al least 5 years apart, and becausc it is very likely that
the level of infant mortulity rates at year ¢ will be highly correlated with the level of infant mortality
ratesat years - 2, (-3, 0r f—4. Using Prussian data and the model shown in Appendix Table 6A-
2, we added the variable infunl mertality lagged 5 years and found that. in the fixed cffects modcl,
which estimates changes, the regression estimate on infant mortality with no lag was (.267 whercas
the regression estimate on infaat mortalily lagged 5 years was - 0.062, suggesting that the lagged
variable wus relatively unimportant.
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Elevated infant mortality tends to shorten the birth interval because the death
of an infant curtails lactation amenorrhea along with its contraceptive effects. An
increase in infant mortality will cause an increase in fertility, ceferis parifus,
although few children may ultimately survive, of coursc. This short-lerm phe-
nomenon can persisl over time, becoming an important factor over both the
medium and the long term.

Fertility variations, whether deliberate or accidental, can also aflect infant
and child mortality as demonstrated by a host of contemporary studies. There is
good reason then to expect that exogenous increases in infant and child mortality
caused increases in marital fertility and that exogenous increases in fertility caused
increases in infant and child mortality. (However, this micro-level reasoning
about motives and relations does not translate exactly to the macro level because
of expected nonlinearities in the relationships.)

Infant and Child Mortality

Matthiessen and McCann (1978) provide a useful overview of the findings of
historical studies of macro-level data, with an emphasis on the carly results of the
Europeuan Fertility Project. They are particularly critical of the use of infant
mortality as the explanatory mortality index, because they find that in practice
other more appropriate measures, such as mortality of children age 0-13, began to
decline carlier than did inlant mortality, so that the European Tertility Project’s
studies of timing, for example, are of little value. When they reexamine the
timing of the fertility transition in relation to | (g, they lind that mortality decline
almost always preceded fertility decline. We believe that it is very difficult to
estimate the onset of secular .4, decline. Tn general, we suggest that there is
often no clear point at which one can categorically state that mortality or fertility
has begun to decline, a suggestion with which Matthiessen and McCann (1978:52)
clearly agree. Concerning the onset of infant mortality decline, van de Walle is
approprialely cautious, noting that “in most instances we are left ignorant of past
trends: the data do not allow us to go back in time and the existence of an earlier
decline cannot be ascertained™ (1986:213).

[t might be useful o address the issue of infant (under age 1) versus child
(age 1-9) mortality in multivariate analyses of secular fertility decline. When a
husband or wife thinks about procreation in terms of offspring survivorship, he or
she considers both infant and child mortality (Matthiesson and McCaan, 1978:52).
Although infant mortality rates can generally be found in most historical registra-
tion material, the more detailed measures ol child mortality are often unavailablc.
However, in a high infant mortality regime, the bulk of infant and child deaths
will be infant deaths, and infant mortality should be very highly correlated with
infant and child mortalily combined. Using 1890-1891 male mortatity data for
the 36 provinces (Repierungsbezirke) of Prussia, we find that the correlation r
between g, and <q,, is 0.96, between g, and g1 0.96, and between g, and
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159015 0.95 (Konigliches Statistisches Bureau, 1904:135-147). The range of g,
in the provinces is 109-273. A similar analysis of the 15 largest cities in Prussia
from the same source reveals respective r's 0of 0.98, 0.97, and 0.91 with a range of
iy of 170 to 326. Plots of each of the six graphs reveal essentially a straight line
with no cutliers. It scems likely that the infant mortality rate is an adequate proxy
for infant and child mortality when using aggregate data in high infant mortality
populations.

Although it is difficudt Lo suy much about the timing or onset of secular infant
and child mortality decline, we can examine their relative speed. It is clear from
Figure 6-1 that g, and g, generally declined at about the same rate over the
decades from the 1870s to around 1925. The quality of German infant and child
mortality data before 1875 is questionable. Such consistency lends further sup-
port to the notion that infant mortality is an adequate proxy for infant and child
- mortality, at least in Germany.

ANALYSIS OF PRUSSIAN DATA

From a theoretical perspective it seems likely that higher infant mortality
should ultimately be associatled with higher fertility, and vice versa, We attempt
to evaluate both the effect of infant mortality on fertility and the effect of fertility
on infant mortality using fixed-effects models and instrumental variables cstima-
tion applied to data from 407 Prussian Kreise (administrative districts) and 54
citics in Prussia from 1875 o 19104

The following equation systemn describes the structural relationships between
fertility and mortality:

F,= (XIYIF +o X, + U':-izii +o, M, +G;;+8, +€,
_ M M A A
Mi,r - BlYl + B2Xi,t + E’:%Z + B4Fi,r + Bﬁ,a‘ + 91 + U:ﬁ,r'

it

Here # and M rcfer to appropriate measures of fertility and infant (and/or child)
mortality in the subpopulation of region / at time 7. ¥ is a matrix of unchanging
characteristics of the regions that influence fertility or mortality (indicated by
superscripts). X is a matrix of changing influences on both fertility and mortality
in the regions, Z refers to changing variables in the regions that influence just
fertility or just mortality, respectively. (5, and Bs‘ ; are disturbances or fixed
effects in the Lwo cquations that do not change over time, but are specilic to the
regions. O, and O, are disturbances (o the two equations that are the same across
ail regions, but that vary over time. Finally, €, and v, arc disturbances to the

See Galloway et al. (1994, 1995) for details regarding these two data sets.
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FIGURE 6-1 Level and change of male infant and child mortality rates in Germany,
1871-1926. SOURCE: Statistischen Reichsamt (1930:168).
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equations that are specific to time period and to region. Because our data repre-
sent non-overlapping 5-year averages, the short-term relations will be largely
masked, so long-term and medium-term relations will dominate the cstimates.

We use this pair of equations to attempt to approximate a far more compli-
cated dynamic pair of equations that would explicitly include the long-run adjust-
ment processes that bring fertilily und mortality to similar levels. In the given
equations, the {ixed-effect terms are used o represent the outcome of these tong-
term adjustment processes. The coefficients o, and [,, which represent the
influence of mortality on fertility and fertility on mortality, therefore abstract
from these long-run adjustment processes and represent only the medium-term
influences of one on the other. For example, they would not reflect the possible
development of social institutions to motivatc high fertility in the face of high
mortality, When we estimate this model, which includes fixed effects, therefore,
- the estimated coefficients should reflect only the medium-term adjustment pro-
cesses that we believe to be particularly informative for policy considerations.
We often refer to such fixed-effect estimates as change estimates, because they
are shaped entirely by the relation of changes over time within cach Kreis, and
not at all by differences in fertility and mortality between Kreise.

By contrast, estimales of these equations based on a single cross section, as
are commeon in the literature, mainly reflect the outcome of the long-term adjust-
ment processes and of correlations of right-hand variables with persistent fea-
tures of the different geographic units, such as agrarian sysiem, local culwure,
political orientation, or breastfeeding practices, yielding coefficient estimales
that are inconsistenl or irrelevant for policy. When suitable instruments are
available, two-stage least squarcs can be used to avoid the biases arising from
correlations of right-hand variables with persistent influences; however, suilable
instruments can rarcly be found in this context. Furthermore, instruments will
not solve the problem that long-term adjustment processes probably dominate
cross-scctional estimates.,

We expect that over the long run, the levels of fertility and mortality will be
positively correlated. These long-run correlations would show up in correlations
of the fixced effect disturbances @ 5, and B s~ These correlations would bias any
estimate of the structural cocfficients relating fertility and mortality directly.
Furthermore, the system described by these equations is simultaneous, with both
fertility and mortality endogenous. Attempts to estimate the equations by ordi-
nary least squares would yicld biased estimates,

Now suppose we difference all the variables, representing the differenced
values by lower case letters. We will actually be using fixed-effects estimators,
but looking at the effcets of differenced variables is a simplc way to examine the
consequences of using the fixed-eilect model. Differenced disturbance lerms are
represented by the same Greek characters, bul without the tildes. In this case, the
region-specific disturbances that do not change over time disappear, as do all
other vanables that do not change over time. We then have
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I
f;..' = uQXJ,f +a.'3zz,.’ +a4”21.£ +6£ +8i,t’

m, = Bzx;,r +B:%Z£’1I + B;fu +8, T,

The problem of correlated fixed cllects has been removed, but the simultaneity
remains. Howcver, we can use the variables z to identify instrumental or two-
stage least-squares estimates of the coefficients. These should, in principle, be
unbiased—except that there is an additional problem: We do not observe all the
relevant x variables. For example, breastfeeding behavior, which affects both
fertility and infant mortality, is unobserved.” But cxtended breastfeeding re-
duces both fertility and infant mortality, and failure to control for its influence
will Icad Lo a noncausal positive association of fertility and mortality. Put diller-
ently, unobserved and therefore omitted variables in the x matrix will induce a
correlation of the error terms in the two equations € and v. To be concrete, the
omission of breastfeeding variables from the estimated model will lead to a
positive correlation in the disturbances, resulting in an vpward bias in the esti-
mated structural coclTicients on fertility and mortality; the omission of health and
iliness variables may have the opposite effect. This could be a serious problem
for which we have no remedy. Therefore, this potmnal source of bias must be
kept in mind when interpreting the results.

Two-Stage Least-Squares Estimation

Our estimation model reflects the gencral theoretical perspective outlined
above in the use of fixed efiects and controls for the endogeneity of infant
mortality. However, we have taken a rather eclectic approach to inclusion of
socioeconomic influences on fertility und have not imposed any mathematical
structure on the relations to be estimated beyond the usual assumption that our
linear model approximates some true but unknown nonlincar specification.

One of the findings from our revicw of carlier research on fertility decline in
Europe is that many studics that purport to say something about fertility decline
{(change) only examine fertility level Preston (1978:1) stales “a central problem
in modern population studies . . the degree to which changes in mortality
can be expected to induce Lhanges in fertlhty. This clearly poses the guestion in
terms of changes and not of levels. We belicve thal this is indeed the appropriate
question, and that it is not an issue that can be resolved by studying the relation-
ship between levels of fertility and mortality.

3In Prussia, longitudinal duta on breastfeeding arc available only for Berlin. Breastfeeding in
Berlin decreased significantly from 1885 to 1910 (Kintner, 1985:169-170) while both marital fertii-
ity and infunt mortality were declining substantially. [t is not known whether other areas in Prossia
experienced similar trends.
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In our analyses of pooled cross-sectional time series we {irst cxamine the
“between” estimators, regressions on the means over time of each Kreise or city,
that give us level effects. We also generate “within” or “fixcd-effects” estima-
lors, regressions that allow each Kreis or city to have its own intercepl. This
effectively measurces how changes in our independent variables affect changes in
our dependent variable and is the more appropriate approach for explaining fertil-
ity change.9

We have dealt at length with the theoretical expectations and empirical find-
ings of fertility decline in 407 Prussian Kreise {Galloway ct al., 1994) and 54
cities {Galloway ct ul., 1995) using quinquennial data from 1875 to 19107 and
pooled cross-sectional time series ordinary least-squares methods.® A detailed
analysis of infunt mortality decline in the Kreise and cities of Prussia is in progress
(Galloway et al., 1996)." Wc cxpect fertility to influence infant mortality and
simultaneously we expect infant mortality to influence fertility. Tnstrumental
variables estimation, two-stage least squares in this case, appears to be an appro-
priate method for estimating these effects. All the variables in all the models are
defined in Appendix Table 6-Al. Our fertility model is shown in Appendix
Table 6-A2 followed by a summary of regression results in Appendix Tables 6-

®Brass and Barrett (1978:212) also favor pooled cross-seclional lime series studies done of areas
wilhin a country.

TPrussia becume a state within Germany in 1871, but continued to maintain its own statisticul
bureau that published delailed demographic and economic data until the carly 1930s. In 1914 the
population of Prussia was just over 40 million, about ) percent of Germany. [f Prussia had been a
country, it would have been the largest country in Europe excluding Russia. [t covered most of
madern-day Germany north of the Main River und most of the western half and northern quarter of
modem-day Poland. Registration data are available annually and census data quinquennially from
1875 to 1910 for Kreise and major cities. Kreise are administrative unils similar to U.S. census tracts
though much larger (average population 60,000} and, like census tracts, tended Lo split over lime.
There were about 400 Kreise in Prussia in 1875 and about 600 by 1910, with the total area of Prussia
being virtually constant. To maintain spatial consistency over time, we combined many of the split
Kreise. This resulted in 407 Kreise. each with a constant area, from 1875 to 1910, Only seven of the
407 Kreise were 100 percent urban, To examine (enility decline within a strictly urban sctting, we
created another data sct consisting of 54 cities, whaose area we allowed 10 change over time, realizing
that any area incorporated into a city was itself likely to be highly urban.

5We use general marital fertility ratc (GMFR) as our mcasure of marital fertility in this and in all
our previeus anulyses of Prussian Kreise. GMFR is defined as the number of legitimate births per
1,000 married women aged 15-49. A S-year average centered on the census year is used. More
detailed marital age structure data are nol available. Coate and Treadway (1986:153) note that there
would have been little difference in their findings if GMFEFR had been used instead of fg. In fact we
find that in 34 Prussian cities from 1875 to 1910 where data are available to calculate hoth fg and the
GMPFR that Jg and GMFR are highly correlated (r = 0.97) and that the two measures are virtually
mterchangeable.

9The average infant mortality tate in Prussia in 1900 was 179, sorewhat ubove that found in most
less developed countries today. In 1992 Mozambique had an cstimated infant mortality rate of 162,
the highest of uny county in the world (World Bank. 1994:214),
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A3 and 6-Ad. The infant mortality model can be found in Appendix Table 6-AS
with regression resulls summarized in Appendix Tables 6-A6 and 6-A7. We
focus on the relationship between fertility and infant mortality. The findings for
the other right-hand side variables have been discussed elsewhere {Galloway el
al., 1994, 1995, 1996).

Estimation of the Fertility Equation

ITigh fertility and the shorter birth intervals it involves might well cause
higher infant and child mortality. To avoid the possible bias associated with
ordinary least-squares estimation, we need instruments for infant mortality that
are correlated with infant mortality but not correlated with the component ol its
variance that might be influenced by fertility, We believe that male mortality at
older ages provides a nearly ideal instrument in this case. Fertility should affect
only the mortality of children. We do not know the upper limit of the range of
ages thut might be aflccted by high fertility, so we avoided using the mortality
even of teenagers. The mortality of women depends in part on maternal mortal-
ity, which would depend on fertility, so we avoided using female mortality, For
these reusons, we decided to use the mortality of adult males. Becausc ol the cost
of data entry, we limited ourselves to male mortality in the 30-34 age group. This
choice was based in part on an examination of a correlation matrix for mortality
at different ages for both Prussian Regierungsbezirke and historical Swedish
data, which showed that death rates at age 30-34 were relatively highly correlated
with infant mortality. Other age groups had correlations that were ncarly as high,
so the exuct choice makes little difference, and ideally we would have used
mortality over a broader range.

The idea is that male mortality at age 30-34 is a uscful index of the general
level of mortality in the population, reflecting all local factors that influcnce
mortality, such as standard of living, nutrition, general sanitary conditions, eco-
logical and epidemiological conditions, and the quality of health carc. At the
same time, it does not reflect the particular influence of cither breastfeeding
conditions or of lertility and therefore should not correlate with marital fertility.

Unfortunately, age-specific death rates are available only for Regierungs-
bezirke (very large areas, similar to provinces) of which there were 36 in Prussia.
Given 407 Kreise in Prussia. there were on average about 11 Kreise per
Regierungsbezirk. We applied Regierungsbezirk male mortality at age 30-34 for
cach of the eight quinquennial periods from 1875 to 1910 to the Kreise or cily
within the Regierungsbezirk. This instrument captures only broad regional varia-
tions in mortality, but not local differences, reducing its usclulness.

Appendix Table 6-A3 presents the ordinary least-squares and lwo-stage least-
squares lindings for Kreise, for both levels and changes. Looking at levels, we
find that when we use ordinary feast squares the estimated cocfficient on inlant
mortality is negative and marginally significantly different from zcro, but, using
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two-stage least squares the cocfficient switches to positive (as we would expect
from theory) but is still only marginally significant. Looking at changes, (wo-
stage least-squares estimates of infant mortality are four times higher than in
ordinary least squares and highly significantly diffcrent from zero.

In the analysis of 54 Prussian cities (Appendix Table 6-A4), we have an
additional instrument for infant mortality. The variable sanitation represents
cumulative municipal sanitation bond debt per capita'® and represents a rough
measure of the development of sanitation infrastructure. 1t is available oily for
cities. Itis difficult to see any reason why this variable would have a direct effect
on fertility (unless by raising the healthiness of women it increased their fecun-
dity, which seems unlikely). Looking at levels, there is little difference between
ordinary and two-stage least-squares estimates, with the estimated coelficient on
infant mortality being negative and not significantly diffcrent from zero in both
- cases. In the more relevant estimates of change, the estimate on infant mortality
is positive and highly significantly different from zero and quite a bit larger than
the ordinary least-squares estimate.

To sum up, we find little evidence of any statistically important influence of
infant mortality on fertility in our analysis of levels. On the other hand, infant
mortality has a very strong and positive impact on fertitity if we consider changes.

Estimation of the Infant Mortality Equation

The infant mortality models are shown in Appendix Table 6-A5. Instru-
ments for the general marital fertility rate include proportion of workers em-
ployed in religious occupations, mining, and manufacturing; mcasures of the
development of financial services; and the married sex ratio (a measurce of spou-
sal separation). All these are theorctically related to fertility, but probably have
little effect on infant mortality. Using the two-stage least-squarcs regressions for
Kreis levels, the effect of lertility on infant mortality is insignificant. However,
in our regressions on changes, the estimate is positive and highly significant.
Similar results are found in our analysis of citics (Appendix Tablc 6-A7)."!

I0The variable’s definition is based on a listing of municipal debt outstanding by purpose of loan
(e.g., sanitation), date of loan, and amount of loan. The source wus published in 1906, included loans
through 1905, and covered all large cities in Prussia, including our 54. There was virtually no
sewage construction in Germany hetore 1875, most loans were long term (over 30 years), and we
assumed that it ok about 5 years at most 0 complete construction on the project. Thus, the
snitation variable is cumulative municipal debt owstanding for sanitation louns per capita, calcu-
lated for each census period, and then lagged 5 years (o allow for construction. Tor details sec
Galloway et al. (1996},

Howr theoretical madels include both areal tixed cffects and period fixed effeets; however. we
prefer to estimute the coefficients using only ureal fixed effeets. When only arcal fixed effects are
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Simultaneous Equation Bias

The most intuitive interpretation of simultaneous equation bias would be the
following. A regression of fertility on mortality (and other variables) yiclds a
positive coellicient. But perhaps this is because high fertility is causing high
mortality, rather than the other way around. This would lead the estimated
coefficient to overstate (be more positive than) the true effect of mortality on
fertility; that is, it would have a positive bias. In this case, dealing with the
simultaneity by means of instrumental variables or in some other way should
reduce the size of Lhe positive coefficient on mortality. But in fact, in our
instrumental variable estimates, the size of the estimated coefficient on mortality
gels larger, not smaller (i.c., the bias is apparently negative, not positive).

This unexpected ontcome does not mean that something is necessarily wrong
with our analysis, such as an inappropriate choice of instruments or a misspecified

included, then the coefficients are estimated so as to explain optimally the patiern of changes over
time within each Kreis, regardless of the overall levels of fertility and infant mortality in the Kreis.
Therelore, the coefticients can be thoughl of as being bascd on the individual histories of each Kreis,
with each taken as a case study. When both areal and period fixed effects are included in the
estimation, the interpretation is sumewhat changed. Now the coefficients are estimated so as to
explain optimally the differences berween changes over time in each Kreis and those changes that
occurred nationally, or in the average of all the individual Kreise. Therefore, the overall national (or
average across Kreise) trends in fertility and infant mortality have no cffect on the estimates. Fertil-
ity could be rising in every Kreis at the same lime that infant mortality was falling, 1o tuke an extreme
example, but the estimated coefficients could still indicate a positive effect of one on the other. For
this reason, our preferred estimales are those that include areal fixed elfects, but not period fixed
effects. Nonectheless, given that both fertility and mortality did decline in Prussia over this period
{counter to the extreme ¢xample given above), some readers may believe that the model that includes
period effects provides a more rigorous test and cleaner estimate than our preferred moded.

We estimale the model with and without period effects, The effects of infant mortality on lertility
differ as follows. The ordinary least-squares eslimate using 407 Kreise with areal effects is 0.242
(Appendix Table 6-A3), with areal and period ¢ffects 0.140. The two-stage least-syuares estimate
using 407 Kreise with areal effects is 1.028 (Appendix Table 6-A3). with areal and period effects
0.709. The ordinary least-squares estimate using 54 cities with areul effects is 0.337 (Appendix
Table -A4). with areal und period effects .165. The two-slage leasl-squares estimate using 54
cities with areal effects is 1,836 (Appendix Table 6-A4), with areul and period cffects —0.036. All
estimutes are highly significant, except the last which is insignificant.

For the Kreise-hased estimates, inclusion of period effects leaves the coefficients highly signili-
cantly greater than zero. but reduces their size by 30-40 percent, for both ordinary and two-stage
least-squares estimates. For the smaller sarmple of cities, however, the changes are greater: The
ordinary least-squares coefficicnt is seduced by a half. while remaining highly significantly greater
than zero. but the two-stage least-squares coefficient nuw becomes very slightly negative (and its
dillerence from zero is insignificant). All estimaled coefficients for the cffect of fertility on infant
mortality (not shown) remain highly significantly greater than zero, but they also are decreased in
size by 30 or 4) percent. Although our preferred estimates arc those with only areul lixed elfects,
those with period etfects also indicute a positive influcnee of infant mortality on lertility, on the
whole.
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model. The direction of bias is much more complicated than the intuitive inter-
pretation would suggest.!2 1If the true effect of mortality on fertlity is o and of
fertility on mortality is 3, and if the errors in the fertility and mortality equations
are £ and v, respectively, then the sign of the bias is given by the sign of
Bcf /(1=of) +0'§u / (1—af) We strongly expect oL and B o 2bc positive. If
there is no correlation of errors across the two equations, so that &, =0, then the
sign of the bias depends on whether off is greater than 1, in which case it s
negative, or less than 1, in which case it is positive. (If o is greater than unity,
then the system is dynamically unstable.) However, because potentially impor-
tant variables are omitted from the equations, it is quite possible that ¢ iv does
not equal zero. Breastfeeding presumably reduces both fertility and mortality,
and therefore its omission leads to a positive covariance. Variations in health and
morbidity might reduce fertility and raise mortality, so their omission might lead
to a negative covariance. For these reasons it is not clear a priori whether the
correction for simultaneous equation hias should increase or reduce the estimated
effect of mortality on fertility.

OVERVIEW OF PREVIOUS RESEARCH

Nearly all earlier studies of European historical fertility decline regress lev-
els of fertility on levels of independent variables. Although his strategy does Lell
us something about fertility levels, it tells us little about fertility change.

We assess earlier studies on marital fertility’* level and change in Europe
using regional units of analysis (e.g., districts, counties, provinces) of couniries
or large portions of countries where some attempt has been made to employ
multivariate techniques.'* We restrict our overview to published research. Those
studies that do not examine infant, child, or general mortality are of course

2The fotlowing discussion is based on a communication from Mark Montgomery, whom we
thank.

Bwe review research that examines only marital fertility, with one exception. The study of
Netherlands analyzes only crude birth rate, but we decided to include it becausc it is the only study of
fertility change in the Netherlands. By focusing on marital fertility we are abstracting from any
response of nuptiality to changed mortality. However, if nuptiality responded strongly positively to
mortality change, so that the period of exposure to risk of childbearing within marriage did likewise,
possibly even overcompensating, then focusing on marital fertility could be misleading. It might be
useful to study the two together.

. van de Walle (1986:225-227) examined fertility levels and changes in relation o infant
mortality fevels and changes in historical European countries.  She shows bivariate correlations of
190 With Ig and I and I, across countries of Europe and also across provinces within Europe. She
also looks at bivariatc correlations of changes in g and I, and ¢laims these to be inconclusive, but
in fact every significant correlation is positive in both pertods (first period is 1870-1900 or so; the
second is 190(-1930 or s0). Cross-period correlations, for which there are no apparent justifications,
sometimes have perverse signs. In another study, Fialova et al. (1990:102) present only bivartate
correlations belween levels of independent variables and marttal fertility level in their analysis of
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excluded. Urban and rural differences are shown where available. We differcn-
tiate between analyses of level effects and change effects.!? Generally, we
examine only those periods before World War I1.

Tables 6-1 and 6-2 list summaries of previous research according to level
and change, respectively, in alphabetical order by country, In all cases but one.
marital fertility is the dependent variable. The author, date of publication, fertil-

fertility in Czechoslovakia, Bivariate correlations are at best suggestive, and useful conclusions for
the analysis of theoretically complex models cannot be drawn from them,

Some examine fertility decling using time series technigues applied to one region (i.e., only one
unit of analysis). For example, Lutz {1987:84) examines annual estimates of the Coale-Trussell
index of family limitation m for Finland from 1873 ta 1917 along with age at marriage, education,
gross domestic product, marriage rate, life expectancy at age 5, and infant mortality (which showed a
posttive, but insignificant association with ), Cralts (1984h:583) examined GMFR in England and
Wales from 1877 to 1938 along with measures of wages, income, prices, illegitimate fertility, und
child mortality (which was positively related to GMFR, but not significant), Haynes et al. (1985:560-
565} cxamined annual crude birth rate and crede death rute data, but ne other variables, in four
countries. Because these studics use annual data, important factors such as sectoral employment,
female labor force participation, urbagization, religion, language, and other census-derived variables
are usually missing from the models. Fusthermore, it is difficult o know what to say about long-
term fertility decline when looking at the results from short-run fime series analysis where the long-
term (rend has been necessarily removed.  See GuHoway (1994) for.a review of the literature on
short-run flucteation analyses and the various interactions among annual variations in fertility, mor-
tality, auptiality, migration, wages, and weather.

There are many articles about fertility and infant mortality based on data from family reconstitu-
tion or gencalogical studies, but few attempt to estimate the influence of infant or child mortality on
fertility (Knodcl, 1978). Furthermorc, most of these arc abont one pafish, most us¢ little data heyond
the demographic indices generated by family reconstitation, and very few cover the period of the
fertility transition. Most are plagued by the usnal problems of family reconstitation: no subsequent
information on persons who leave the parish, no information on those who lived in the parish but
who were not buorn or married or did not die there, a lack of total population counts and age struciure
for the entire parish population, possible selectivity based on the fact that the only registers analyzed
are those that survived. See Flinn (1981) for an old but still useful overview of family reconstitution
studies. For more recent analyses of bath fertility and infant mortality using micro-level data see
Knodel (1988).

5The few attempts to derive a measure of the “onset” of long-term fertility decling are particu-
larly problematic. The Princeton European Fenility Project’s definition based on a 10 percent de-
cline in fertility seems arbitrary, und the platean from which fertility is supposed to have declined is
typically based on only a few observations. Teitelbaum (19%4:178-179) looked at his estimate of
onset of fertility decline in Great Britain using the period around 1851-1931, along with income,
urbanization, females not in the labar furce. sectoral employment. religion, ethnicity, and infam
mortality rate (which was significantly negatively associated with onset of fertility decline). Knodel
{1974:238-239) examined fertility decline using his estimate of secular fertility decling in 71 prov-
inces of Germany for the period 1875-1910, along with levels of religion, bank account, sectoral
crployment, literacy, and the influnt mortality rate (which was sometimes positively and sometimes
negatively associated with !A, decline, depending on which measures of fertility decline from onset
that Knodel used).

In some studies, we find analyses of fertility change in relation to levels of the independent
variables (Knodel, 1974; Lesthacghe, 1977; Benavente, 1989; Reher and Iriso-Napal, 1989; Haines,
1989). These results are difficult to interpret.
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ity measure, number of units of analysis, periods analyzed, independent vart-
ables, and sign and significance of the mortality variable are discussed. In the
following overview, the estimated mortality coefficient is considered statistically
significant, that is, statistically different from zero, if the r statistic probability is
5 percent or less.'® Tt should be understood that it may be difficult to compare
findings directly because of differences in definitions of variables, number and
type of control variables, and methods used.

Level of Fertility and Levels of Independent Variables

Belgium

Lesthaeghe (1977:213) examined /, in the 22 arrondissements of Flanders in
four periods beiween 1880 and 1910 along with language, industrialization, lit-
eracy, political affiiiation, and infant mortality rate. He did the same for the 19
arrondissements of Wallonia. Infant mortality rate was significantly positively
associated with f, only in Flanders in 1880 and was insignificant otherwise,
perhaps a result of the small sample sizes involved. We note that seven of the
eight estimated infant mortality coefficients were positive.

England and Wales

Haines (1979:68) examined marital fertility in a random sample of 125 reg-
istration districts in England and Wales in 1851, 1861, and 1871 along with
sectoral employment, female employment, urbanization, net migration, sex ratio,
and infant mortality rate. He found that infant mortality was negatively associ-
ated with fertility in all three periods, but insignificant in 1851. Haines notes,
“Although several adjustments were tried to correct for underreporting of infant
deaths, it was felt safest simply to divide uncorrected infant deaths by uncor-
rected live-births to obtain the infant moertality rate” (1979:60-62), It seems
likely that the degree of underreporting of infant deaths and live births varied
independently, and perhaps substantially, from district to district. As a conse-
quence, it is difficult to interpret these infant mortality regression estimates.

Crafts (19842:94,98) studied the general marital fertility rate (GMFR) in 619
urban districts of England and Wales for four periods from 1871 to 1911, along
with single woman labor force participation rate, income, migration, literacy,
sectoral employment, and child mortality (which was significanly positively
associated with the GMFR in 1911, but negative and insignificant in 1871, 1881,

1tn much of the earlier reseurch (Livi Bacci, 1971, on Portugal, Knodel, 1974, on Germany, and
Coale et ak., 1979, on Russia) partial correlation coefficientls were published, but not ¢ statistics. We
have calculated the 1 statistics using the published partial correlation coefficiemts {Wonnacotl and
Wonnacott, 1979:180) so as to obtain some idea of the statistical significance of the estimates.
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TABLE 6-1 Sign and Statistical Significance ol Estimates, Elasticity, and
(dF/dg)/F from Regressions of Marital Fertility Level on Infant or Child
Mortality Level in Multivariate Studies of European Fertility Decline

Year
Country Number
and of
Region Districts Mecthod 1851 1860 1870
Belgium
Flanders 22 TSLS
Wallonia 19 TSLS
England and Wales
MNational 125 LS (neg) (NEG) (NEGY
(-0.03) (—0.06) (-0.06)
Urban 619 OLS (ncg)
National 590 OLS
Urban 222 OLS
Rurat 368 OLS
Towns 101 OI.8
Nationul 600 OLs
Francc 81 OLS POS
Germany
National 71 0OLS
National 71 QLS
Prussian Kreise 407 QLS
Prussian Kreise 407 TSLS
Prussian cities 54 OLS
Prussian cities 54 TSLS
Ttaly
North and central 53 OLsS
South 34 OLS
Veneto 57 OLS
Netherlands 375 OLS POS POS
Porlugul 18 OLs
Russia
Rural 50 OLS

Urban 50 OLS
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1880 1890 1900 1910 1930 Source
POS pos pos neg 1
0.17 0.88 10 0.52 0.07 0.37 0.03 -0.18
pos pos pos pus 1
021 1.62 0.13 1.00 0.57 4.63 0.30 3.09
2
{neg) (neg) POS 3
0.07
(NEG) (NEG) 4
(NEG) (POS) 4
(NEG) (NEG) 4
POS 5
POS 6
7
POS 8
POS 9
0.05 0.25
neg 10
-0.04 -0.22
pos 11
0.17 0.95
neg 12
-0.04 - 0.20
neg 13
=0.16 ~1.82
neg POS POS 14
NEG POS POS 14
(ncg) 15
POS POS 16
pos pos 17
pos POS 18
pos POS 18

continucd on next page
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TABLE 6-1 (continued)

Ycar
Country Number
wnd of
Region Mhistricts Method 1851 1860 1870
Spain
Catalonia 84 0OLS (neg)
Rural S0 0OLS
Capital cities 30 018
Sweden
National 25 QLS
Rural 25 0OLS
Urhan 23 OLS

NOTES: OLS, ordinary least squarcs. TSLS, two-stage fcast squares. P08, estimated coefficient is
positive and significant within 3 percent. pos, estimated coefficient is positive but not significant
within 5 percent.  NEG, estimated coetficient is negative and significant within 5 percent. neg,
estimated coefficient is negative but not significant within 5 percent. Parentheses mean that the
estimated coefficient is difficult 10 interprel. See lext [or explanation, The number below the sign is
the elasucity. delined as the estimated coefficient multiplied by the mean of infant or child mortality
divided by the mean of marital fertility. It is caleulated wherever possible. The number in italics
next to the elasticity is (dF/dg¥F where Fis a measure of marital fertility and ¢ is infant mortality. It
is calculated wherever possible.  For clarity in the table, 1 used the opposite sign of the author’s
cstimate where the infant or child mortality measure is life expectuncy al birth or some measure of
survivorship.

and 1891). However the 1871-189] regressions suffer from important data limi-
tations, using 1911 data for four variables (Crafts, 1984a:97-99). In a later study,
Crafts (1989:332-333) restricted his analysis to 191} data in 10] towns using
similar variables along with age of wife at first marriage and found that births per
woman was significantly and positively associated with infunt mortality.
Woods (1987:302) studied Ig in 590 districts of England and Wales for 1891
and 1911 along with coal miners, farm servants, females employced in textiles and
as servanlts, literacy rate, and the probability of a child surviving from age | to 10
in 1861, defined by Woods as /,/f, (1987:301). He used this L1861 child survi-
vorship measure (which excludes infant mortality) as his mortalily variable in his
1891 and 1911 fertility regressions (Woods 1987:301). 1t seems risky to try to
estimate fertility using a child mortality measure lagged 30 and 40 years. It
seems likely that districts experienced varying rales of mortality decline during
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1880 18494 1900 1910 1920 1930 Sourcc
19
(POS) (pos) POS 20
(0.28) (0.18) 0.31
(neg) (NE(H) POS 20
(=0.19) -0.613 0.53
FOS POS3 21
0.45 6.80 0.39 7.62
POS 2]
(.36 4.47
pos 21

0.06 0.52

SOURCES: 1t Lesthacge (1977:106. 172, 213); 2: Haines (1979:63, 68): 3: Crafts (19840:94, 98);
4. Woods (1987:302-304): 5: Crafts (1984:332-333); 6: Friedlander et al. {(1991:341); 7: van de
Walle (1978:287); 8: Knodel (1974:238); 9: Richards (1977:543-546). Results are based on a regres-
sion of pouled duta for 1880, 1885, 1890, 1900, and [910; 10: Gulloway ct al. (1994:[43-152).
Results are based on regressions using the average ol duta over the periods 1875, 1880, 1885, 1890,
1893, 1900, 1905, 1910. Also Appendix Table 6-A3, Equation 1, level; 11: Appendix Table 6-A3;
12: Galloway ot al. (1995:38-39). Results are based on regressions using the average of data over
the periods 1875, 1880, 1885, 1890, 1895, 19040, 1905, 1910, Alse Appendix Table 6-A4, Fguation
2 level: {3 Appendix Tahle 6A-4, Equation 2, level: 14 Livi Baced (1977:194, 198); 15: Castiglioni
etal. (1991:114); 16: Boonstra and van der Woude (1984:23. 34); 17: L.ivi Bacci {1971:122); I&:
Coale et al. (1979:65}. 19: Benavente (1989:229); 20: Reher and lriso-Napal (1989:408, 412, 419,
4200; 21: Mosk (1983:186, 252. 254, 257) und Sweden Central Bureaw ol Statistics (1969:115).

this period of 30-40 years. In both 1891 and {911, Woods™ 1861 measure of child
survivorship was positively and significantly associated with [ although it is
difficult to know what to make of this finding.

Woods (1987:303) examined 222 urban districts using the above data and
[ound that the estimated coclficient on 1861 child survivorship ages 1-10 was
significantly positive in 1891 but shifted to significantly negative in 1911. Woods
(1987:304) analyzed 368 rural districts using the above data and found a signifi-
cantly positive association between 7 and 1861 child survivorship ages 1-10 for
both periods.

Friedlander et al. (1991:341) examined I in 600 districts of England and
Wales (or the period around 1870-1890 along W|lh density, scoetorul employment,
females not in the labor force, urban proximity, and life expectancy at birth
(which was significantly and negatively associated with 7). We expect varia-
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tions in life cxpectancy at birth to be dominated by variations in overall child
mortality, although a measure of overall child mortality would have been pre-
ferred.

Al first glance, the picture for England and Wales appears confusing. How-
ever, it seems appropriale W be highly skeptical about Haines’ and Woods'
interpretations of their mortality estimates. Half of the variables in Crafts’ 1871-
1891 regressions used 1911 data. Thus, we are left with Crafts’ analysis of 1911
data and Friedlander et al.’s study. Both {ind the expected significant and posi-
tive relationship hetween overall child mortality and fertility.

France

Van de Walle (1978:287) cxamined /, in 81 departments in France for five
periods from 1841 to 1851 along with religion, rural land revenuce per capita,
urbanization, and life expectancy at birth which was probably significantly nega-
tively'” associated with /,. Watkins (1991:161) and Lesthaeghe (1992:275-317)
did some research along these lines but neither included any measure of mortality
in their analyses.

Germany

Knodel (1974:238-239) studied £, in 71 provinces for the one period 1875-
1910 along with religion in 1880, bank accounts in 1900, sectoral employment in
1882, literacy in 1875, and inlant mortality rate in 1875 (which was positively
and significantly associated with 1,}. Knodel used maximum /, in the interval as
his dependent variable so caution must be used in interpreting these results.

Richards {1977:546) cxamined /, in 71 provinces for five periods from 880
to 1910 along with net migration, religion, urbanization, scctoral employment,
and infant mortality rate (which was significantly and positively associated with
i)

’ Galloway et al. (1994:152) analyzed general marital fertility in 407 Kreise
covering all of Prussia using the average of quinquennial data from 1875 to 1910
along with religion, ethnicity, education, health, [emale labor foree participation,
income, mining, urbanization, financial, insurance, communication, sex ratio,
and legitimate infant mortality variables. l.egitimate infant mortality was nega-
tively, but insignificantly, associated with fertility. Howcver, using two-stage
least squares the sign shifted to positive (see Appendix Table 6-A3).

Using the sume periods and vartables, but excluding urbanization and in¢lud-

17van de Walle (197%:287) suggests, “On the face of it, we end up with an ‘explanation’ of the
fentility decline along the line of population transition theory, with a major role played by the decline
of morlality und with an independent influence of income.”
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ing manufacturing and population size variables, Galloway et al. (1995:39) found
that legitimate infant mortality in the 54 largest cities of Prussia was negatively
relaled 1o general marital fertility, bul not statistically significant. The same
results were found using two-stage least squares (sce Appendix Table 6-A4).

Italy

Livi Bacei (1977:198) cxamined I, in 92 provinces for the periods 1881,
1911, and 1931 along with urbanization, scctoral employment, literacy, propor-
tion married, and infant mortality rate in north and central Italy and south ltaly.
In north and central Italy infant mortality rate was insignificant in 1881, but
positively and significantly associated with /,in 1911 and 1931. In south Italy
infant mortality rate was significanly negatively associated with [ . 1881, but
positively and significantly associated with I, in 1911 and 1931.

Castiglioni ct al. {(1991:114) examined Ix in 1881 in 57 districts in Venetlo
along with topagraphy, occupation, females emploved in agriculture, migration,
and inlunt mortality rate. Infant mortality was negatively associated with /., but
test statistics werc not provided.

Netherlands

Boonstra and van der Woude (1984:34, 40, 44, 51) examined the crude birth
rate in 375 districts for eight periods from 1851 to 1890 along with nel migration,
religion, density, literacy, soil type, and crude death rute. The crude death rate
was significantly and positively associated with the crude birth rate in each of the
eight periods. Unfortunately, more refined measures of fertility and infant or
child mortality were not available (Boonstra and van der Woude, 1984:24), but
because this appears to be the only study of Netherlands fertility decline using
multivariate analysis, we decided to include it.

Portugal

Livi Bacei (1971:122) analyzed 7, in 18 provinces in 1911 and 1930 along
with sectoral employment, literacy, ;md infant mortality rate, which was posi-
tively associated with /, in both periods, but significant only in 1930.

Russia

Coale et al. (1979:65) examined {, for 50 provinces in rural and urban sectors
in 1897 and 1926 along with u1b'1mzat|0n sectoral employment, literacy, and
infant mortality rate. In cach case, infant mortality rate was positively associated
with 1, but the estimates were significant only in 1926.
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Spain

Reher and Iriso-Napul (1989:412) examined {, in the rural sector of 50
provinces for 1887, 1900, and 1920 along with su,lorai employment, migration,
urbanization, 1936 political election results, literacy, female nuptiality, and g,
which was posilively associated with /, in all pertods, but significant only in 1887
and 1920,

Reher and Iriso-Napal (1989:420) also examined /, in the 50 provincial
capital cities for the same three periods along with scctoral employment, females
in labor force, migration, city size, 1936 political election resuits, literacy, female
nuptiatity, and .g,, which was insignificantly related to 1, in 1887, significantly
negatively associated with 1, in 1900, and significantly posilively associaled with
f,in 1920.

In the 1887 and 1900 regressions, g, was the average of 1860 and 1900 data
{Reher and Iriso-Napal, 198%:410). As a consequence it is dilficult to know what
to make of the regression estimates, In general it seems unwise to use only two
data points, 1860 or 1900, to create a child mortality variable covering 40 years.
Even if one had (g, data for intervening years, a 40-year average cenlered around
1880 seems an inappropriate indicator of child mortality when trying to explain
1887 and 1900 fertility. Thercfore, we have strong reservations about the (g,
estimates from the regressions for the first two periods.

Benavente (1989:229) studied I in 84 selected local areas, not necessarily
representative, of Catalonia in 1857 along with nuptiality, scetoral employment,
proximity to France, and child mortality, which was negatively associated with
I, but insignificant. The child mortality measure is number of deaths per 1,000
for children under age 7 in 1837 (Benavente, 1989:227). It is not clear whether
this measure included infant deaths, which are known to be severely under-
registered during this period. Furthermore, the 84 local areas analyzed are those
areas in which registration data have survived, suggesting addilional caution in
interpreting the regression finding.

Sweden

Mosk (1983:252) examined lg in 25 countics in Sweden in 1910 and 1920
along with sectoral employment, wage, primary school attendance, and legiti-
mate infant mortality rate, which was sigmficantly positively associated with 7.

Mosk (1983:256-257) also studied { p in the rural scctor of 2% Swedish coun-
ties in 1900 along with sectoral employment, agricultural wage, social structure,
and legitimate infant mortality rate, which was significantly positively associated
with L, He also examined {, in the urban sector of 25 Swedish counties in 1900
along wnh nonagricultural wages and legitimate infant mortality rate. The esti-
mate on infunt mortality was positive, but not significantly associated with /.
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Fertility Change and Changes in Independent Variables

Germany

Using a fixed-ctlects model, Richards (1977:545) examined [, in 71 prov-
inces for five periods from 1880 to 1910 along with province dummy variables,
nel migration, religion, urbanization, sectoral employment, and infant mortality
rate, which was significantly and positively associated with /.

Galloway et al. (1994:152) analyzed GMFR in 407 Kre1se covering all of
Prussia using quinquennial data from 1875 to 1910. Independent variables in-
cluded religion, ethnicity, education, health, femalc labor force participation,
income, mining, urbanization, financial, insurance, communication, sex ratio,
legitimate infant mortality, and 407 Kreis dummies. From this fixed-effects
model, changes in legitimate infant mortality were found to be positively and
signilicantly associated with changes in fertility. Among all the independent
variables, legitimate infant mortality was the fourth most important in terms of
contribution to predicted change in average GMFR from 1875 to 1910, just
hehind female labor force participation, insurance, and communication variables
(Galloway et al., 1994:156). A two-stage least-squarcs model also yielded a
positive and significant association between fertility change and infant mortality
change (see Appendix Table 6-A3).

Using the same periods and variables, but excluding urbanization and the
407 Kreise dummies variables, and including manufactoring, population size,
and 54 city dummy variables, Galloway et al. (1995:39) found that change in
legitimate infanl mortality in the 54 largest citics of Prussia was positively and
significantly related to changes in the GMFR. In terms of components of pre-
dicted change in average GMFR from 1875 to 1910, legitimate infant mortality
was second only to female labor force participation in importance among all the
variables considered {Galloway et al., 1995:41), Our two-stage least-squares
model also revealed a positive and significant association between changes in
fertility and changes in infant mortality (sce Appendix Table 6-A4).

Italy

Livi Bacci (1977:199) examined change in [, in 92 provinces {or the periods
1881-1911 and 1911-1931 along with changes m urbanization, sectoral employ-
ment, literacy, proportion married, and changes in infant mortality rate in north-
central and southern Italy. Changes in infant mortality were not significantly
associated with changes in /, in either region from 1881 to 1911, insignificant in
the south from 1911 to 1931, but significantly positively associated with 1, in
north-central Ttaly from 1911 to 1931. Each of the four estimated infant mortalicy
change cocfficients was positive.
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Netherlands

Boonstra and van der Woude (1984:36) examined changc in the crude birth
rate in 373 districts for the period from 1871 to 1890 along with change in
density; change in crude death rate; and levels of net migration, religion, density,
literacy, and soil type. Change in the crude death rate was significantly and
positively associated with change in the crude birth rate,

Sweden

Mosk (1983:257) examined changes in /, in the urban scetor of 25 Swedish
counties from 1900 to 1920 and 1900 to 1930 along with changes in nonagricul-
tral wages and changes in legitimate infant mortality, which were positively and
significantly associated with changes in /, in both periods.

Interpretation Problems and Some Suggestions

Intcrpretation problems in the analyses of level effects generally revolve
around questionable definitions of the infant and child mortality variables, the
use of explanatory variables in inappropriate time frames, and reliance on strictly
bivariate correlations. We suspect that most of these problems result from data
limitations in the original source material. Nonetheless, we found it necessary to
address these problems to obiain a reasonably convincing overall picture of pre-
vious findings.

It would be useful if future researchers would include a detailed discussion
of the quality of the data, especially of infant mortality, and would provide the
reader with an unambiguous explanation of each variable’s construction. In
many cases we simply were not told whal period wus covered by the mortality
varigble. For example, was an infant mortality variable for 1890 based on the
average of annual rates from 1888 to 1892, the average from 1889 to 1891, or
simply the one year 18907 If the latter, then there are scrious questions about the
variable’s relevance hecause we know that infant mortality rates can vary sub-
stantially from year to year.

Rather than divide a data set into two groups, and then run regressions for
each group separately as some authors have done, it might be more instructive
simply to create a dummy variable for each group and interact cach independent
variable with the dummy. This would preserve sample size and enable the
researcher to determine whether the estimates for a given group are significantly
different from the estimates for another group. Of course the best approach is to
operationalize the variable that theoretically distinguishes the groups from each
other, rather than rcly on a dummy.

We found that using appropriate instruments [or the infant mortality variabie
actually shifted the estimated impact of infant mortality on fertility from negative
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in our ordinary least-squares regression to positive using two-stage least squares
in our analysis of Kreis levels (Appendix Table 6-A3). There was no difference
in sign or significance in the ordinary least-squares and two-stage lcast-squares
estimates in terms of change (Appendix Tables 6-A3 and 6-Ad). Theory suggests
that it is neccssary to use statistical methods, such us instrumental variables,
which can deal with problem of simulianeity.

Finally, we belicve that the appropriate model for analyzing fertility decline
involves the regression of changes in fertility on changes in the explanatory
variahles. We use a fixed-cifects model. Although this places greater demands
on the data set, hoth in terms of quality and quantity, it yields the most relevant
results.

FINDINGS

Signs and Significance of Estimates

Table 6-1 summarizes the results of the regressions of the infant mortality
level on the fertility level. If we discount the estimates that are difficult to
interpret, and usc our two-stage lcasi-squares estimales for Prussian Kreise and
cities instead of our ordinary least-squares estimales, we see that for levels nearly
all the estimates are positive (34 of 38), as theory would predict.  Of the 24
statistically significant estimates, 23 have positive signs. Of the 14 estimates thul
are not statistically significant, 11 are positive. Of these [1, 8 had relatively
small samples sizes (n less than 26).

Although the study of fertility level may be interesting, analysis of lertility
change is most relevant Lo demographic transition theory. Table 6-2 summarizes
the ten regressions that examine the clfects of changes in infant and child mortal-
ity on changes in fertility. Again we use the two-stage least-squares cslimates
instcad of the ordinary least-squares estimates for Prussian Kreise and cities,
although in this case it makes no dillerence because they have the same signs and
significance. For changes the cstimates are positive in every case (ten of ten), and
significant in seven of ithem.

Elasticities

To compare the magnitude of the impact of infant mortality on fertility
across countries, we calculated, where possible, the elasticity ol [ertility with
respect to mortality. Figure 6-2 presents the distribution of elasticities for level
effects lor all interpretable estimates.'® The average elasticity for levels is .21
(0.13 if we include the seven estimates that are difficult to interpret). In other

3 The two-stage least-squares estimates, rather than the ordinary least-squares estimates, are used
for Prussia in this and all subscquent discussion.
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FIGURE 6-2 Distribution of elasticities of fertility with respect to mortality, level effects.
NOTES: Only interpretable estimates are included. Mean is 0.21. The dark shading
indicates statistically significant estimates. The light shading indicates statistically insig-
nificant estimates. Only the two-stage least-squares cstimates are used for Prussia.

words, on average a 10 percent decrease in infant mortality leads to about a 2.1
percent decline in fertility.

We are much more interested in the elasticities derived from studies that
examine the elfect ol changes in infunt mortality on fertility. We have such
elasticity data for Germany, Prussian Kreise, Prussian cities, and urban Sweden
{Table 6-2). The average elasticity is 0.58 and the distribution is shown in Figure
6-3. Elasticities of infant mortality and fertility change models appear to be much
higher than in the level models. The elasticity in Germany was (.39, 0.79 in
Prussian Kreise, and 1.55 in Prussian cities. This suggests that the fertility of
urban populations in Prussia was much more responsive to mortality changes
than that of rural populations. A possible explanation for the high urban elasticity
might be that urban couples may have become relatively more aware of infant
mortality decline and its relation to infant and child survivorship, which may in
turn have caused them to reduce fertility at a relatively faster rate (as measured by
elasticity). This increased awarcness may have been a result of a greater access
to information about infant mortality decline from newspapers, pamphlcts, books,
organizations, peers, or health workers found in the cities.
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FIGURE 6-3 Distribution of elasticities of fertility with respect to mortality, change
cffects, NOTES: Only intcrpretable cstimates arc included. Mecan is 0.58. All estimates
are statistically significant. Only the two-stage least-squares estimates are used for Prus-
sia.

Child Replacement and Lactation Interruption

There are two important points of reference for interpreting the size of the
estimated effects, First, how large a response of fertility to infant mortality
would be required Lo leave the population growth rate unaffected? And second,
how large an effect can be expected from lactation interruption alone?

Let the number of children surviving to some age, say 15 years, be SF =(1 -
HF, where F is the total number of births borm over the reproductive years of a
woman, and § is the survival probability from birth to age 15. Whercas in carlier
equations M referred to general child mortality, here we use Q = 59, and ¢ = g,
for specific measures, and S = 1 — | ;g,and s = | — g, for their complements. The
effect on the number of surviving children of a variation in mortality belore (his
age, 0, is d(SF)/AQ = dF/dQ (1 — Q) — F. There is said to be complete replace-
ment when this is zero, and this corresponds roughly (o the situation in which a
change in mortality does not affect the long-term population growth rate. In our
data we observe marital fertility, not total fertility F, but let us for now ignore this
fact. In our data we also observe the infant mortality rate ¢ rather than mortality
to age 15, Q. Fortunately, ¢ and Q are fairly closely linked, so we may use ¢ as
a proxy for Q. The question then becomes: How sensitively must F respond to g
for §F, the number of surviving children, to be constant when g varies? Or what
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is the benchmark value of (dF/de)/F, call it [(dF/dg)/F)]", such that d(SF)/dg is 07
Differentiating and solving, we find that [(dF/dg)/F)]" = (dQ/dg)/(1 — Q), which
is the desired benchmark.

To attach an actual number to this benchmark we need o know dQ, dg, and
Q. In principle, the relation of @ to g could be anything, and indeed over
relatively short periods there can be a great deal of variation in the relation of
changes in the two measures. For example, (dQ/dg)/(1 — @) in Germany is 2.30
in the 1870s, 8.22 in the 1880s, 2.65 in the 1890s, 2.12 in the 1900s, and 1.87
from 1910 to 1925 (Statistischen Reichsamit, 1930:168). However, over a series
of longer periods, or for general tendencies as expressed in model life tables, the
relation is much more regular. An examination of the Coale and Demeny (1983)
Model West Female life tables shows that In(1 — () is nearly lincar in ¢, with a
slope of about 2.5; that is, In(1 — ) = k — 2.5¢g. Differentiating this expression,
- we find that (dQ/dg)(1 — Q) = 2.5, which is the break-even point. The signifi-
cance of this convenient empirical fact is that the break-cven value is roughly
constant over the course of the demographic transition and does not vary with the
general level of fertility or mortality. This value of 2.5 agrees well with the value
of 2.44 calculated over the entire period 1870-1925 for Germany (Statistischen
Reichsamt, 1930:168). Table 6-1 provides (dF/dg)/F for levels, where calcu-
lable, and these are plotled in Figure 6-4. The average is about 2.11. The

Numbaer of outcomes
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FIGURE 6.4 Distribution of sensitivities of fertility to mortality measured by (dF/dgV/F
level effects. NOTES: Only interpretable estimates are included. Mean is 2.1t The dark
shading indicates statistically significant estimates. The light shading indicates statisti-
cally insignificant estimates. Only the two-stage least-squares estimates are used for
Prussia.
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FIGURE 6-5 Distribution of sensitivities of fertility to mortality measured by (dF/dg)y/F
change effects. NOTES: Only interpretable estimates arc included. Mean is 3.40. All
cstimates are statistically significant. Only the two-stage least-squares estimates are used
for Prussia. '

distribution of (dF/dg)/F for changes is shown in Figure 6-5 which is based on
data in Table 6-2. For changes, the mean of (dF/dg)/F is about 3.40.

1t is worth considering the possible role of the lactation interruption effect in
bringing about a positive causal effect of infant mortality on marital fertility.
Preston (1978:8) gives a useful analysis of this question. He concludes that (dF/
dq)/F = (P2 — P)Y/I, where P1 is the average period of sterility following a live
birth that results in an infant death, and P2 is the average period of sterility
following a live birth that results in a surviving infant, while / is the overall
average length of a birth interval. Pl and P2 will differ due to the lactation
interruption effect and also because of the effect of practices and Labeos such as
prescription of intercourse while breastfeeding, or spending time following deliv-
ery with the mother’s family. In the context of Europe, it is mainly the lactation
interruption effect that is likely to havce mattered.

Knodel (1978:25) provides a uvseful summary of evidence from European
micro-level family reconstitution studies. The lactation interruption effect (P2 -
P1) varies widely from 12 months o no months, apparcntly due to wide differ-
ences in breastfeeding practices. Average birth intervals (£) are about 30 months.
The values of (dF/dg)/F will thus range from 0 to 0.4. We use our calculation of
(dF/dg)/F from German data discusscd above, and let P2 — £1 be on average
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about 6 months and 7 about 30 months, all reasonable averages for Prussia,
Recall from abave that the value of (dF/dg)/F for complete offset is 2.44. The
value of (df/dg)/F from lactation inlerruption alone is 0.2. Thus, lactation inter-
ruption accounts for only one-twelfth of the cffect needed for full replacement.
This is far too low to account for the size of response of fertility to infant mortal-
ity change thut we observe in our datu, and which has typically been found in
studies of historical Europe.

Dynamic Stability

If the product of the estimated structural coefficients indicating the effect of
fertility on infant mortuality, and indicating the cffect of infant mortality on fertil-
ity, is greater than unity, then the system they describe is dynamically unstabic.
- Inthis case, an external shock that raised mortality, for example, would lead to an
increase in fertility, which would lead to an increase in mortality larger than the
first, and initiate an explosive spiral. One might tuke the view that because
history has not been explosive, the product of the true coelficients must be less
than unity. This would also imply that the first term in the bias expression given
earlier is positive, and thereby remove one possible source of negative bias,
making it morc difficult to explain the direction of bias we have found in our
estimates. However, one might equally take the view that in fact history has been
explosive. Wolpin (in this volume) describes such a view, suggesting that an
exogenous decreasc in infant and child mortality may have set ofl a downward
spiral of fertility and mortality. This would imply that the first term in the bias
expression is ncgative, making it easicr to explain the direction of bias we found.
In our actual two-stage least-squares estimales, we find that this product in Prus-
sian Kreise is 0.53 (Appendix tables 6-A3 and 6-A6) and in Prussian cities 0.95
(Appendix Lables 6-A4 and 6-A7), suggesting dynamic stability in both areas, but
with the cities bordering on instability.

Perhaps it is more interesting to examine the ultimate effect on fertility of an
exogenous change in mortality, taking the coefficient estimates al fuce vaiue, Let
fertility F be a linear function of infant mortality ¢ with coefficient b, and let ¢ be
alinear function of f with coefficient d. Let intercepts be a and c, respectively.
Then ¢ is the shifter 1o represent an exogenous change in ¢. We can solve for the
equitibrium level of F, say £, after ail changes have worked their way through
the system. This is

F* = (a + oL — bd).

The estimated coclficient b gives the initial impact of ¢ on F, whilc the factor 1/
(1 - bd) accounts for the feedback cycle. With two-slage least-squares estimates,
bis 1.03 in Kreise and 1.84 in cities, o is 0.51 in Kreise and 0.52 in cities, so that
bd is 0.53 in the Kreise and 0.95 in the citics, us mentioned in the preceding
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paragraph. The multiplier /(1 — bd) in Kreise is about 2 and in the citics about
20. This suggests that the cities are very near to dynamic instability, whereas in
the more rural arcas the feedback is also important, but not so much as in the
cities. With ordinary least-squares estimates the feedback multipliers are about
1.1 for both Kreis and cities, which scems more realistic.

We do not wanl to make too much of thesc results hecause our analysis lacks
dynamic structure, The important point is that estimates of impacts do not tell
the entire story. The full effects may be larger by a lot or by a little as the
feedbacks play oul.

CONCLUSIONS

According to theory, lertility and infant mortality should aftect each other
simultaneously, and (hese effects should be positive. A review and assessment of
published rescarch on European marital fertility and infant mortality suggest that
there is a generally consistent, signilicant, and positive association between in-
fant mortality level and marital fertility level. The evidence for this positive
association of levels is stronger than has been realized. However, we argue that
this association of levels is largely irrclevant for the policy issues of interest.

The evidence appears even stronger in studies that examine the association
of changes in infant mortalily with changes in marital fertility, which is more
appropriate for examining secular fertility decline and most relevant for policy
issues. In every cuse, changes in infant mortality are positively associated with
changes in fertility and most are significant. However, there are important issues
of causality that must be resolved before drawing conclusions. The few studies
that attempted to disentangle the direction of causality using instrumental vari-
ables estimation found, as we did, that important causality was opcrating in both
directions.

If we take (hese estimates of association at face value, then they are mostly
far larger than could be explained by lactation interruption. They are also sub-
stantial relative to the size necessary to bring about a complete offset of fertility
when mortality changes, leaving growth rates unchanged. Some are smaller than
this offset level, some about equal to it, and some are larger than it. We are
suspicious of estimates that indicate more than completely offsetting changes in
fertility, which we find in our own two-stage least-squares estimates.

In general, parameter estimales using instrumental variables techniques are
sensitive to the specific choice of instruments. Although we cannot be sure that
the instruments we uscd in our estimalion are the most appropriate, we believe
they are the best given the data that are available. Furthermore, we cannot
completely rule out the possibility that the estimated associations of fertility and
mortality, even when using instrumental variables and fixed-ctfects methods,
actually reflect a spurious association induced by unobserved variables that influ-
ence both fertility and mortality and that change over time. These variables




PATRICK R. GALLOWAY, RONALD D. LEE, AND EUGENE A, HAMMEL 215

might include breastfeeding, health conditions, nutrition, or unobserved aspects
of economic development and modernization,

Nonctheless, we believe that the repeated estimation of positive associations,
particularly with instrumental variables and fixed-effects models, likely does
reflect a true and substantial effect of mortality change on fertility change. In the
case of Prussia, we have been able to include an unusually extensive array of
variables measuring differing aspects of socioeconomic change, and we still find
strong positive effects of mortalily change on change in fertility. Uncertainty
arising from possible unobserved time-varying [actors is a problem when making
inferences from any time series analysis, not just this one, and there are corre-
sponding problems with any cross-scctional analysis. On balance, then, we be-
lieve that there is substantial evidence that mortality decline was an important
cause of fertility decline in Europe.

APPENIMX
Appendix tables begin on the following page.
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TABLE 6-A] Definitions of Variables Used in the Analysis

Variable Delinition

GMFR Gencral marital festility rate (legitimate births per 1,000 married females
15-49).

Catholic Catholics per 100 total population.

Slav Slavic speakers per 100 total population,

Church Employees in religious occupations per 100 population over age 20.

Education Teaching employees per 100 pupulation aged 6-13.

Health Health employees per 100 wtal population.

FLFPR Female labor force participation rate (employed [emales per 100 female
population aged 20-69) (excludes agriculture and service).

Income Average read income of male clementary schoul teachers in Deutsche
marks as of 1900.

Mining Mining employees per 100 employed persons.

Manulacturing
Urban

Bank

Insurance
Communicalions
Population
Infant mortality

Murried sex ratio
Kreis bora

Manulucturing employees per 100 employed persons. Used only in the
cily maodel

Urban population per 100 total population. Used only in the Kreis
modcl.

Banking employees per 100 population vver age 20.

Insurance employees per 100 populatien uver age 20,

Post, telegraph. and railway employees per 100 population over age 20.

Population, in thousands. Used only in the city model.

Iegitimate infant mortality rate (legitimate deaths under age one per
1,000 legitimate births).

Married males/married [emales,

Population born in Kreis per 100 total population. Used only in the

Kreis model.

City born Population born in city per 100 total pupulation. Used only in the city
model.

Sanitation Cumulative municipal sanitation bond debt per capita in Deutsche
marks, Avaitabic only for cities.

ASDR Age-specific death rate for males aged 30-34. Data are available only

[or Regicrungsbezirke.

NOTES: For details and sources sec Galloway et al. (1994, 1995, 1996). Duta are available quin-
quennially from 1875 1o 1970, Vital registration variables are hased on S-year average centered
aronnd cach quinquennial year. Stillbirths are excluded throughout. There are 36 Regicrungsbezirke
and 407 Kreise in Prussia. We also examined 534 cities. In general, the German occupativnal
censuses do nut lend themselves to calculation of economic sector variables because of a peculiar
redefinition of female agricultural Jaborers that leads o an imptobable 2 million icrease in the
category between 1895 and 1907 (Tipton, 1976:153-158). However, city populations were probably
not affected by this problem because there were [ew agricuttural workers in the cities. This is the
reason the variable Manufactusing is available only in the cities. Mining is available for both Kreise
and cities because virtually all miners were men.
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TABLE 6-A2 Models Used in the Fertility Analysis
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Kreis Fertility Maodel City Fertility Model Expected
Variablc {equation (1}) (cquation (2)) Sign
Dependent GMFR GMER
[ndependent Catholic Catholic +
Slav Slav +
Church Church +
Education Education -
Heatth Health -
FiL.FPR I'LFPR
Income Income
Mining Mining +
Manufacturing +
Urban -
Bank Bank -
Tnsurance Insurance -
Communications Communications -
Population -
Infant mortality Infant mortality +
Married sex ratio Married scx ratio +

NOTES: In equation (1} two-stage least-squares age specific death rate (ASDR} for males aged 30-
34 is used as an instrument for Infumt Mortality. In equation (2) two-stage leust-squarcs Sanitation
and ASDR are used as tnstruments for Infant Mertality,
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TABLE 6-A3 Equation (1): Summary of Ordinary and Two-Slage
Least-Squares Fertility Regression Results for Kreise in Prussia, 1875-1910
(dependent variable is GMFR)

lLevel Change

Expecled
Variable Sign OLS TSLS OLS TSLS
Constant 189.374** 258.026**
Catholic + 0.693%% 0.716%* 2. 138%*F  —[.654%*
Slav + (0.348%:* 0.137 ~(1.283 1361 **
Church + 1.013 141586 23231 3R.T2LEFE
Fducation - —5.488% -5.816 0 75F*F 7. 164%F
Heaulih - —32.456%  -42767* -6.590 24 .430%
FLFPR - —0.5295 —2.296* —1.235%* | 153%*
Income - 014 0.032 0.2 {1,004
Mining + 1.0032%% 1.251%% (0.757#+#% 0.4340)
Urban — 0.034 -0.089 1107 0.385%
Rank -36.020 1.850 —55.325%% 26903
Insurance - 29.251 —48.872 —133.466%* —66. 125
Communications - —(.453 5.708 -7.333%* 1799
Infant mortality + -0.052% 0.478% 0,242 1.028%*
Murried sex ralio + 9].828% -107.824 40,674 57928

NOTES: OLS, ordinury lcast squares, TSI, two-stage least squares. The unil of analysis is the
Kreise, The level regressions use averages of cach variable over eight quinquennial periods [rom
1875 to 1910. The change regressions are [ixed-cffects models using datu for cight quinguennial
periods from 1875 to 1910, Estimates for the 407 Kreis dummy variables are omitted. In the Jevel
tegressions n = 407 and OLS R2 = 0.681. In the change regressions » = 3,236 and OLS R2=0.920.
=% % & indicate that (he cocfficient is statistically signiticant at the 1 percent. 5 percent, and 10
percent Jevels, respectively, two-tailed test. Age-specific death rate for males aged 30-34 is used us
an iostrument for Infant Mortality in the two-stage least-squares regressions for hoth level and
change. The twu-stage least-squares f statistics are based on the structural residuals (Hall et al,
1992:133-134) and are asymptotically correct. The ordinary least-squares resnlts are discussed at
length in Galloway et ab. (1994).
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TABLE 6-A4 Equation (2): Summary of Ordinary and Two-Stage
Least-Squares Fertility Regression Results for Cities in Prussia, 1875-1910
(dependent variable 1s GMFR)

Level Change

Expected
Variable Sign OLs TSLS OLS TSLS
Constant 422.365% 448.292%
Catholic + 0.58]1** 0.628%F  _().044 2.3541
Slav + 0.275 0.218 2.010% -1.990
Church + 25,989 18.053 -2.113 25.009
Education -4.064 -4.589 -4.585%% 4,809z
Health - -1.314 ~1.618 7.693 Q6.812%*
FILLFPR - —1.264% -0.976 —3.57 | m* 919
Income - 0.004 -0.004 —0.022%% 0,030+
Mining + 1.82K** L.ole* 0.161 —1.221
Manufacturing + 0.761* 0.468 0.357 -0.221
Bunk - —44.682% -53.788% ~11.134 54,861
Insurance - 17.901 23.651 —43.007%= 11.970
Communications - 5.276% -6.122% —5.959% —0.045
Population - —0.007 0.002 004 | ¥F (4156
Infant mortalily + —(L.042 -{.187 0.337 4 F.836%*
Marricd scx ratio + —193.165 -103.150 354.038%% 194 328

NOTES: OLS, ordinary least squares. TSLS, two-stage least squares. The unit of anulysis is the
aity. The level regressions usc averages of each variable over eight quinguenniat periods [rom 1875
W 1910. The change regressions arc fixed-effects models using data for eight quinquenniul periods
from 1875 t0 1910. Estimates for the 54 city dummy variables are omitted. In level regressions n =
54 und QLS R2 = 0.888. In the change regressions # = 432 and QLS R2 = 0.896. **, *_ % indicate
that coefficient is statistically significant at the | percent, 5 pereent, and 10 perceat levels, respec-
tively, two-lailed test. Sanitation and age-specific death rate for males aged 30-34 are used as
instruments for Infant Mortality in the two-stage least-squares regressions for both Jevel and change.
The two-stage least-squarcs 7 statistics are based on the siructural residuals {Hall el al.. 1992:133-
134} and are asymptotically correct. The ordinary least-squares results are discussed at length in
Galloway ct al. (1994).
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TABLE 6-A5 Models Used in the Lofant Mortality Analysis

Infani Mortality Model

Expected
Variable Kreils {equation (3)) City (equation (4)) Sign
Dependent Infant mortality Infant mortality
Independent Cathalic Catholic +
Slav Slav +
Education Education -
Health Heulth -
FLT'PR FLFPR +
Income Income -
Urban +
Communicalions Communiculions -
Population +
GMFR GMFR +
Kreis born City born -

Sanitation

NOTES: In eguation (3) two-stage least squarcs, Church, Mining, Bank, Insurance, and Married sex
ratio are used as instruments for GMFR. In cquation (4) two-stage deast squares. Church, Mining,
Manulactueing, Rank, Insurance, und Married sex ratio are used as instruments [or GMFR.
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TABLE 6-A6 Equation (3): Summary of Ordinary and Two-Stage
Least-Squares Infant Mortality Regression Results for Kreise in Prussia,
1875-1910 (dependent variable is infant mortality rate)
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Level Change

Expecled
Variable Sign OLS TSLS OLS TSLS
Constant 656,315+ 723.051%%
Cathelic + . 325%* 0.475 0.109 (.039+:*
Slav + 0.087 0.132 (). BOg** (.Q25%*
Education — —15.705%% -18.07 ] #* =0.483 B892
Health — -7.386 -14.945 —43.048%* =35.017%*
FLFPR + 2,567 2.364%* 0.050 0.3621
Income - ~0.110%* —0.111%*= —-0,009%* =0.007*
Urban + -0.256 -0.286 0.366%# 0.392+:
Communicalions - —12.640%%  _[2.368%* —5.802%% —3.967%%
GMFR + -0.304:#* -0.503 (1,297 %% 0.512%#*
Kreis born - -3 418+ —3.559%* —(}.333%* ERTG

NOTES: OLS. ordinary least squarcs. TSLS, two-stage least squarcs. The unit of analysis is the
Kreis. The level regressions use averages of each variable over eight quinquennial periods from
1875 to 1910, The change regressions are fixed-cffects models using data for eight quinguennial
periads from 1875 te 1910, Estimates for the 407 Kreis dummy variables are omitted. In the level
regressions a = 407 and ordinary least-squares K2 = 0.432. In the change regressions nn = 3.256 and
R2=0922. =+ = i indicate that the coeflicient is statistically significant at the | percent, 5 percent,
and 10 percent levels, respectively, two-tailed test, Church, Mining, Bank, Insurance, and Marricd
sex raliv are used as instruments for GMFR in the (wo-slage least-squares regressions for both level
and change. The two-stage least-squarcs ¢ statistics are bused on the structural residuals (Hall et al.,
1992:133-134) and are asympoltotically correet. These results ure discussed at length in Galloway ct

al. {1996).
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TABLE 6-A7 Equation (4): Summary of Ordinary and Two-Stage
Least-Squares Pertiiey, Regression Results for Cities in Prussia, 1875-1910
{dependent variable is infant moriality rate)

Level Change

Expected
Vartable Sign QL% TSLS OLS TSLS
Conslant 450.350%%  455.027%*
Catholic + 0.621% 0.609 —[.345%% —1,296*
Slav + -0.737 -0.743 1.683%% 1.287
Education - -0.082 0.104 0.207 1.954
Health - -51.765 -51.793 ~58.008*%  _52.045%*
FLLFPR + 0.977 1.002 —(0.547 0.614
Income - —0.073%* —{p) TR 0.009* 0.014%*
Communicitions . -7.184 -7.084 -7.55]#% -3.649
Population + 0.053% 0.053% —0.053%* 0.033%
GMFR + -0.198 -0.183 0.247%* 0.517**
City born - —2.215%* 2.220%% —(0.852% —0.289
Sanitation - -0.900 1910 —(1.434** ~{().287%

NOTES: OLS, ordinary least squares. TSLS, two-stage least squares. The unit of analysis is the
city. The Jevel regressions use averages of euch variuble over eight quinquennial periods from 1875
to 1914}, The change regressions ure [ixed-¢ffects models using data for eight quinquennial periods
from 1875 to 19H). Estimales [or the 54 city dummy variables arc omitted. [n the levet regressions
n = 54 and ordinary least-squares B2 =0.412. [n the change regressions 7 =432 and K2 = 0.903. *¥,
¥ 4 indicale that the coefficient is statistically signiticant at the 1 percent, 3 percent, and 10 percent
levels, respectively, two-tailed test. Church, Mining, Manufactering, Bank, Insurance, and Married
sex ratio arc used as instruments for GMFR in Lthe two-tevel least-squares regressions for both level
and change. The two-stage least-squaures ¢ stalistics are based on the structural residuals (Hall et al.,
1992:133-134) and are usympototically correct. These resubts arc discussed at length in Galloway et
al. (1996).
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